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firms and an exogenous proxy for technological change, we provide causal

evidence that technological change increases the likelihood of outsourcing.
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1. Introduction

The “make-or-buy” decision has been the subject of much research in
economics, beginning with the classic paper by Coase (1937). The trans-
actions cost theory (Williamson 1971, 1975, 1985) explains the key roles of
incomplete contracts and asset specificity in the make-or-buy decision,
whereas the property rights theory considers how the incentives to inte-
grate or outsource depend on which investments—the input supplier’s or
the final good producer’s—are relatively more important for the success of
the joint relationship (Grossman and Hart 1986; Gibbons 2005).

In this article, we abstract from the main classical concerns of incom-
plete contracts and specificity, and focus on the impact of technological
change on the make-or-buy decision. Prior empirical work on technology
and outsourcing has focused on the impact of technology intensity (mea-
sured by R&D intensity) or technological diffusion resulting from R&D
spillovers.1 Here, we take a different approach and consider how techno-
logical change in production influences a firm’s outsourcing decision. New
equipment and materials allow firms to produce certain products, parts,
or components at a lower variable cost. However, installation of the
equipment and training the workforce to use the new technology involve
expenses that are sunk to the firm. Thus, the firm will invest in the new
technology when it thinks it will use it intensively enough to justify paying
the sunk cost. This will depend on the firm’s production scale and the
length of the time over which the technology will be used.

When new production technologies are more likely to appear in the
future, firms will be more reluctant to buy the current machines today
and produce the specific part or product in-house because these technol-
ogies will soon be obsolete. The pace at which new technologies appear
affects the decision to outsource by determining the length of the time over
which the investment in the new technology can be harvested. Outsourcing
enables the firm to contract out and purchase products, parts, or compo-
nents from supplying firms using the latest production technology while
avoiding the sunk costs of adopting the new technology.2 This reasoning
can provide an explanation for the recent increases in outsourcing that have
taken place in an environment characterized by rapid technological change.3

1. For studies of technology intensity and outsourcing, see Acemoglu et al. (2010); Lileeva

and Van Biesebroeck (2008); and Mol (2005). On technological diffusion due to R&D spill-

overs, see Magnani (2006). Baccara (2007) studies how information leakages could affect a

firm’s outsourcing decision as well as its investments in R&D.

2. We will argue that supplying firms are more willing to incur the sunk costs and adopt

the latest technologies because they face larger markets than the firms that buy their parts or

products.

3. In the business literature, there are a number of examples that fit the predictions of our

model. One example, discussed by Filman (2000) in Business Week, is about firms in the

electronics manufacturing industry that are contracting out the manufacture of certain prod-

ucts in order to take advantage of the fact that “the contract manufacturing companies have

invested in the manufacturing technology, so a company that’s developing a product doesn’t

have to worry about figuring out how to make it and the company can benefit from
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Using a panel data set of Spanish manufacturing firms for the time

period 1990 through 2002, we study the relationship between firms’ out-

sourcing decisions and technological change. In each year, approximately

1800 firms were asked about their outsourcing activities as well as informa-

tion on a variety of other firm attributes. The data set permits us to

observe changes within firms over a long period of time.
Our empirical work requires a measure of technological change in pro-

duction faced by firms in the manufacturing sector. For this purpose, we

use the number of patents granted by the US Patent and Trademark

Office. There is a large literature, summarized in Jaffe and Trajtenberg

(2002), showing that patent counts can be used to measure technological

change. Patents are commonly classified by the industry in which they

originate, while our analysis calls for a classification by industry of use.

We map patents’ technological classes to the Spanish industries in which

the patents are likely to be used.4 The reason for using this measure of

technological change is that, conditional on unobserved time-invariant

characteristics as well as on other observed factors (e.g., size of firm),

the number of patents granted in the United States is plausibly exogenous

to Spanish firms’ outsourcing decisions.
Consistent with the main prediction from our conceptual framework,

we find a positive and significant relationship between the probability that

a firm outsources production and the number of patents used in the firm’s

industry. This finding is robust to the inclusion of firm-level fixed effects,

alternative specifications of the patents variable, and the inclusion of dy-

namics in the regression. Given the exogeneity of the patents variable, we

conclude that this relationship is causal. No prior study has been able to

provide causal evidence of the impact of technological change on

outsourcing.5

Since prior work on outsourcing has focused on the role played by

incomplete contracts, we also consider whether our findings hold in the

presence of a control for the specificity of investment. Using Nunn’s (2007)

measure of differentiated inputs as a proxy for the extent to which an

industry is subject to industry-specific investments, we find that the pa-

tents variable remains positive and significant. In addition, we measure the

impact of nontechnology variables that have been studied in the prior

leading-edge manufacturing technologies.” Another example, as described by Swati (2005) in

a White Paper published by a large consulting firm, is in the pharmaceutical industry where

companies that had previously built all their products internally are increasingly using out-

sourcing because it “holds cost benefit advantage by reducing huge amounts of capital outlay

for producing the latest technology in-house.”

4. The mapping procedure is described in Section 3.

5. In their study of the effect of technology intensity on vertical integration in the United

Kingdom, Acemoglu et al. (2010) use an approach that is similar to ours. Specifically, their

exogenous measure of technology intensity is the level of capital investments in the same

industry in the United States. Unlike our study, however, Acemoglu et al. (2010) do not

consider the impact of technological change but rather the intensity of technology.
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literature on outsourcing, such as firm size, labor costs, market volatility,
and capacity utilization.6 Unlike our results for the patents variable, we
find that the relationships between the nontechnology variables and out-
sourcing are not robust to the inclusion of firm-level fixed effects.

Section 2 provides a conceptual framework that explains why the deci-
sion to outsource production should be related to the probability of
technological change. Section 3 discusses the data and empirical specifi-
cations used to test this prediction. Results are presented in Section 4.
Section 5 concludes.

2. Conceptual Framework

In this section, we provide a conceptual framework that links the decision
to outsource production to technological change. A firm faces the follow-
ing decision: should it assemble all of the required inputs (capital, labor,
and materials) and produce in-house or should it outsource production of
some of its products or their components, or the assembly of different
components to outside vendors? The vendors are specialized suppliers
who produce specific products or components in-house. Like other firms
in our data set, vendors could also face the make-or-buy decision with
regard to intermediate goods or components that they use in production.

Tadelis (2007) makes an interesting observation suggesting that what is
traditionally called the “make or buy” decision could also be viewed as a
“buy or buy” decision. Using an example of a carpenter who has to decide
whether to produce a specialized nail or purchase it from a vendor, he
argues that producing the nail in-house involves buying and managing the
inputs needed to make the nail, thus the term “buy or buy.” 7

A key observation is that vendors (or specialized suppliers) offer their
services to multiple firms and therefore their production levels are likely to
be higher than those of the individual purchasers of their services. This
means that they are likely to have a cost advantage in the production of
specific products or components, relative to their customers, because they
can exploit economies of scale and/or learning-by-doing.8 This might sug-
gest that all firms should always outsource instead of producing in-house.
The fact that we do not observe all firms always outsourcing can be
explained by firms incurring additional costs when outsourcing due, for

6. For prior work on the impact of nontechnology variables on outsourcing, see Abraham

and Taylor 1996; Autor 2001; Girma and Gorg 2004; Diaz-Mora 2005; Ono 2007; and Holl

2008.

7. Another example, discussed by Besanko et al. 2007, is the decision by automobile

manufacturers to outsource the production of customized cup holders (i.e., buy the

output) or produce them in-house (i.e., buy and manage the inputs necessary to produce

the cup holders).

8. Economies of scale may also occur if some firms are early adopters of a new technology,

whereas others are late adopters. Suppliers could exploit this additional dimension of econo-

mies of scale by selling a given technology over a longer period of time.
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example, to the loss of control over product design and production.9

If these additional costs differ across firms, then only firms with a low
enough costs will find it optimal to outsource.10

We consider how technological change in production influences the
outsourcing decision. An example of technological change is the recent
availability of IT-enhanced capital equipment for use in manufacturing.11

While the new equipment allows production at a lower variable cost, in-
stallation of the equipment and training the workforce to use the equip-
ment involve expenses that are sunk to the firm. In this example, the new
technology is embedded in the capital equipment that is used to produce
certain products or their components.

Firms need to decide whether to adopt the new technology or to con-
tinue producing with the old equipment. An important consideration in
the technology adoption decision is the size of the firm’s market. Vendors
are therefore more likely to adopt the new technologies than the firms,
which purchase their products since their larger production levels allow
them to spread the sunk costs over more customers.

The firm facing the “buy-or-buy” decision as to whether to produce
in-house or outsource some part of the production process must now
decide between three alternatives: to produce with the old technology
in-house, to invest in the new equipment and produce in-house, or to
outsource production to a vendor. We already argued that this firm is
less likely to adopt the new technology than the vendor because of the
differences in the production levels. In addition, the vendors that adopted
the latest technology can offer their product at lower prices making out-
sourcing more cost-effective than in-house production. These two factors
will prompt some firms that did not outsource previously to begin out-
sourcing. Thus, technological change in production is likely to increase the
fraction of firms outsourcing.12

9. If it is difficult to enforce the performance of the supplier, outsourcing will be unattract-

ive (Tadelis 2002). Abramovsky and Griffith (2006) argue that information and communi-

cation technology reduce the adjustment and monitoring costs associated with outsourcing.

10. It is possible that a producing firm could decide to make some of its own components

and also sell these components to other producers. In other words, the firm operates as a

producer in one market and a supplier in another market. Our focus is on the role played by

technological change in a firm’s decision to purchase components from a supplier.

11. Computer numerically controlled machines have replaced numerically controlled ma-

chines, which had previously replaced manual machines. See Bartel et al. (2007) for a discus-

sion of the impact of these new technologies on productivity in the valve-making industry.

12. The firm could also attempt to lower its sunk costs by outsourcing the training of its

workforce. For example, the firm may need to hire an instructor to train a single operator of

the advanced equipment, but the same instructor could probably train more than one person

simultaneously without incurring additional costs. The combination of a sunk cost and in-

divisibility (of the instructor) is precisely the feature being exploited by temporary employ-

ment agencies (Autor 2001): they use the same instructor to train several workers in basic

computer skills and offer them to firms at an attractive price because they can spread the sunk

cost over a larger output (computer-skilled workers).We study the outsourcing of production

and not outsourcing of training.

Technological Change and the Make-or-Buy Decision 169

 at C
olum

bia U
niversity L

ibraries on January 6, 2015
http://jleo.oxfordjournals.org/

D
ow

nloaded from
 

http://jleo.oxfordjournals.org/


It is important to note that our argument complements rather than
competes with the classic concerns of incomplete contracts and asset
specificity explored in the make-or-buy literature. According to our
argument, anything that causes economies of scale will make aggregat-
ing production in a few facilities more attractive, and this, in turn, will
encourage firms to buy components for which there are strong econo-
mies of scale from a few vendors. With more rapid technological
change, economies of scale become more important, and transactions
for which the firm’s make-or-buy choice was previously indifferent
will now be outsourced. Hence, whereas, much of the incomplete con-
tracts literature is about the costs of outsourcing (e.g., the loss of
“fiat”), our framework is largely about the benefits of outsourcing,
that is, the ability to take advantage of the economies of scale in
production.

A similar argument applies in a dynamic context when firms expect
changes in the technology over time. Firms that consider upgrading
their in-house technology will be less likely to do so because, with some
probability, the technology will soon become obsolete, while the sunk
costs still need to be incurred. Thus, the fraction of nonadopting firms
increases with the pace at which new technologies are expected to arrive in
the future. For these nonadopting firms, in-house production becomes
more expensive relative to what they can procure from suppliers that
use the latest technology, and therefore we expect that the fraction of
firms that find outsourcing profitable increases with the (expected) pace
of technological change.

This argument rests, in part, on the assumption that (most) vendors
always adopt the new technologies. This is a natural assumption when the
technology is specific to the production process in question since a new
technology would not have been developed if the expected demand for it
was not large enough to enable the inventors to recoup their (sunk) costs
of development. Since the technology is specific, this demand would con-
sist mostly of the vendors as their market size is larger than that of most of
their customers.

In sum, the pace at which new production technologies arrive in
the market affects the decision to outsource by determining the
length of time over which the investment in the new technology can be
harvested. The more frequently the new technologies arrive, the less time
the firm has to amortize the sunk costs. Vendors find it easier to amortize
the sunk costs because of the larger markets they face, whereas outsour-
cing enables their customers to partake of the latest technologies while
avoiding the sunk costs. In our empirical work, we test this prediction by
estimating the relationship between the firm’s outsourcing decision and a
proxy for the arrival of new technologies to the industry in which the firm
operates.

The framework we have outlined is, to some extent, related to the in-
fluential paper by Stigler (1951), which discusses the link between industry
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size and vertical integration.13 According to Stigler (1951), young indus-
tries require new kinds or types of materials and hence are forced to make
their own materials and design and manufacture their own specialized
equipment. But, once the industry has reached a certain size, it becomes
profitable for specialist firms to produce the specialized materials and
equipment, and hence the industry vertically disintegrates. Our argument
is similar to Stigler’s in that vertical integration is driven by scale econo-
mies. The key difference between our story and Stigler’s story is that ours
is based on technological change, whereas Stigler’s story is about the in-
dustry life cycle. As explained in the next section, our regressions include a
set of variables to capture this alternative view.

3. Data and Empirical Specification

3.1 Outsourcing Data

We use data for 1990–2002 from the Encuesta sobre Estrategias Empre-
sariales (ESEE or Survey on Business Strategies), a survey of 3195 Spanish
manufacturing firms conducted by the Fundacion SEPI with the support
of the Ministry of Industry, Tourism, and Trade. The survey has been
conducted annually since 1990 and is an unbalanced panel. The ESEE is
designed to be representative of the population of Spanish manufacturing
firms and includes around 1800 firms per year (aiming to survey all firms
with more than 200 employees and a stratified sample of smaller firms).
The response rate is 80–100% each year and, as firms dropped from the
survey, new firms were incorporated into the sample (using the same
sampling criteria as in the base year) to ensure that the panel remains
representative.14

The survey includes annual information on firms’ production outsour-
cing decisions. The specific question in each of the annual surveys is: “Did
you contract with third parties the manufacture of custom-made finished
products, parts or components”? Production outsourcing does not include
purchases of noncustomized products, parts, or components and therefore
does not include the manufacturer’s purchases of any standard inputs that
are not customized to its specifications. We use this information to create a
dummy variable for whether or not the firm outsources production. Then,
using the firm’s accounting data, we calculate the following ratio: the value
of the custom-made finished products, parts, or components that the firm
bought from third parties divided by the sum of the expenditures on: (a)
external services (R&D, advertising, public relations, and other); (b) raw
materials and other consumables; (c) purchases of goods for sale in the

13. Stigler’s paper is titled “TheDivision of Labor is Limited by the Extent of theMarket”

because he shows how Adam Smith’s famous theorem can be used to understand fundamen-

tal principles of economic organization.

14. This data set has been used by Holl (2008) who studies the effect of agglomeration

economies on outsourcing, Lopez (2002) who studies the impact of outsourcing on wages,

and Guadalupe et al. (2012) who study the impact of foreign direct investment on innovation.
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same condition in which they were acquired; and (d) work carried out by
subcontractors. The items in (b–d) are reported in the survey as an aggre-
gate figure. Note that the definition of outsourcing in the survey does not
distinguish between domestic and foreign outsourcing. This is not of con-
cern to us because our framework is focused on the role played by techno-
logical change in the decision to outsource; whether the firm outsources to
a domestic or foreign provider is not material to our study.

Table 1 shows the percentage of firms that reported outsourcing at least
some part of production between 1990 and 2002, and the mean value of
the outsourced production as a percentage of total cost.15 On average,
43% of the firms reported that they outsourced production during this
time period. The outsourcing percentage rose from 36% in 1990 to 42% in
2002, with even higher values in some of the intervening years. There is
significant variation in the likelihood of outsourcing across industries
ranging from a low of 4% for “man-made fibers” to a high of 77.2%
for “agricultural and forestry machinery.” The average value of the out-
sourced production as a percentage of total costs is 6.8% during this time
period; for firms that did outsource production, the mean value of out-
sourced production as a percentage of total costs is 16%, with a minimum
value of 1.4% (man-made fibers) and a maximum value of 29.7% (agri-
cultural and forestry machinery).

3.2 Technological Change and Patent Data

The rate of technological change faced by the firm is unobservable. Our
estimation strategy is to use a variable that is likely to be correlated with
that latent variable. While the ESEE includes firm-level information on
variables, such as R&D activity and process innovation, both of which are
likely to be correlated with the technological changes used by the firm,16

these variables could be endogenous if unobserved factors drive these de-
cisions as well as the decision to outsource. For example, firms that are
more “innovative” or “creative” —characteristics that are not measured in
our data—may be engaging in more R&D, process innovations, and pro-
duction outsourcing. While the inclusion of fixed effects would enable us
to control for time-invariant unobserved factors that affect both the de-
cision to engage in R&D (or process innovation) and to outsource, this
would not address possible reverse causation.17 Thus, although our data
set contains firm-level information on variables that are likely to be

15. Firms that appeared in only 1 year in the data set are eliminated fromTable 1 and from

all of the regressions.

16. Cohen and Levinthal (1989) argue that investments in R&D are not only needed to

develop new products and processes but also to adapt new production technologies to the

specific requirements of the firm. Similarly, whether the firm engages in process innovation

could be a proxy for technological change since process innovation could be facilitated by

exogenous changes in production technologies.

17. For example, outsourcing components may be an alternative to engage in

cost-reducing R&D and therefore affect the firm’s decision to invest in R&D.
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Table 1. Outsourcing by Industry (1990–2002)

Industry

Incidence of

outsourcing

Value of

outsourcing/

total costs

Mean (SD) N All If> 0

Food and beverages 0.210 (0.407) 3387 0.022 0.108

Tobacco products 0.567 (0.499) 67 0.034 0.067

Textile 0.451 (0.498) 1107 0.056 0.125

Wearing apparel 0.548 (0.498) 1333 0.133 0.241

Leather articles 0.398 (0.490) 723 0.072 0.181

Wood products 0.275 (0.447) 579 0.042 0.152

Paper 0.345 (0.476) 626 0.043 0.129

Publishing and printing 0.584 (0.493) 1148 0.119 0.208

Petroleum products and nuclear

fuel

0.444 (0.527) 9 0.088 0.236

Basic chemical 0.245 (0.430) 364 0.017 0.071

Paints and varnishes 0.179 (0.385) 223 0.007 0.039

Pharmaceuticals 0.595 (0.491) 588 0.049 0.085

Soaps, detergents, and toilet

preparation

0.510 (0.501) 255 0.039 0.078

Other chemicals 0.400 (0.492) 150 0.017 0.043

Man-made fibers 0.040 (0.200) 25 0.001 0.014

Rubber and plastics products 0.480 (0.500) 1159 0.058 0.122

Nonmetallic mineral products 0.270 (0.444) 1559 0.032 0.120

Basic metals 0.302 (0.459) 703 0.030 0.108

Fabricated metal products 0.484 (0.500) 1949 0.075 0.157

Energy machinery 0.507 (0.501) 225 0.076 0.154

Nonspecific purpose machinery 0.711 (0.454) 342 0.122 0.176

Agricultural and forestry

machinery

0.772 (0.422) 92 0.219 0.297

Machine tools 0.717 (0.453) 113 0.145 0.207

Special purpose machinery 0.609 (0.489) 468 0.139 0.237

Weapons and ammunition 0.755 (0.434) 49 0.216 0.289

Domestic appliances 0.592 (0.492) 238 0.159 0.275

Office machinery and computers 0.395 (0.492) 76 0.038 0.097

Electric motors, generators, and

transformers

0.644 (0.481) 118 0.066 0.112

Electric distribution, control, and

wire

0.632 (0.483) 277 0.081 0.125

Accumulators and battery 0.646 (0.481) 79 0.151 0.235

Lighting equipment 0.541 (0.500) 185 0.086 0.167

Other electrical equipment 0.792 (0.407) 159 0.092 0.121

Electronic components 0.436 (0.497) 172 0.050 0.116

Signal transmission and

telecommunication

0.727 (0.447) 132 0.089 0.127

TV and radio receivers and

audiovisual electronics

0.580 (0.497) 81 0.112 0.204

Medical equipment 0.517 (0.504) 58 0.056 0.111

Measuring instruments 0.719 (0.451) 160 0.148 0.209

(continued)
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correlated with technological change, we do not use these variables be-

cause they might not be exogenous to the outsourcing decision.
Hence, we take a different approach and use a proxy for technological

change, which is plausibly exogenous to the firm. This proxy is the annual

number of patents applied for (and subsequently granted) by the US

Patent and Trademark Office and mapped to the Spanish industry in

which the patents are used.18 The conceptual framework developed in

Section 2 showed that the firm’s outsourcing decision would be influenced

by the firm’s expectations about the arrival of innovations. By using a

count of the number of patents used in the firm’s industry, we are assum-

ing a positive correlation between the firm’s expectations regarding the

probability of technological change and the number of patents that are

used in the industry in which the firm operates. The patents assigned to an

industry of use represent innovative ideas that are relevant to the activities

of the firms operating in that industry. The implicit assumption is that a

Table 1. Continued

Industry

Incidence of

outsourcing

Value of

outsourcing/

total costs

Mean (SD) N All If> 0

Industrial process control

equipment

0.167 (0.408) 6 0.000 0.001

Optical instruments 0.714 (0.456) 56 0.135 0.195

Motor vehicles 0.544 (0.498) 1025 0.099 0.188

Other transport equipment 0.676 (0.469) 447 0.147 0.223

Furniture and other Mfg. 0.378 (0.485) 1070 0.062 0.165

Year

1990 0.364 (0.481) 1633 0.061 0.169

1991 0.477 (0.500) 1810 0.063 0.145

1992 0.442 (0.497) 1763 0.069 0.163

1993 0.423 (0.494) 1659 0.067 0.164

1994 0.410 (0.492) 1682 0.062 0.153

1995 0.417 (0.493) 1552 0.064 0.156

1996 0.423 (0.494) 1553 0.068 0.164

1997 0.448 (0.497) 1725 0.074 0.167

1998 0.465 (0.499) 1653 0.076 0.164

1999 0.431 (0.495) 1628 0.075 0.177

2000 0.447 (0.497) 1731 0.069 0.157

2001 0.430 (0.495) 1598 0.067 0.159

2002 0.426 (0.495) 1595 0.067 0.156

All observations 0.432 (0.495) 21,582 0.068 0.161

18. Since there is no reciprocal relationship between the US patents office and the Spanish

patents office, patents granted in the United States are likely to be exogenous from the per-

spective of Spanish firms.
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larger number of such patents implies a higher probability of techno-
logical change in the future.19

The US patent data are available through 2006 from the NBER Patent
Citations Data File.20 In this data set, each patent is assigned a US Patent
Class and an International Patent Classification (IPC). The industrial
sector to which a patent is assigned is usually not identical to the sector
using the patented invention. Hence, it is necessary to convert the data on
the number of patents originating in an industry into the number of pa-
tents used by an industry.

As described in Johnson (2002), between 1978 and 1993, the Canadian
Intellectual Property Office simultaneously assigned an IPC code along
with a Canadian industry of manufacture and a Canadian sector of use to
each of over 300,000 patents granted in Canada. Using the data on patents
granted between 1990 and 1993 (a total of 148,000 patents), Silverman
(1999) linked the Canadian SIC codes to US SIC codes. Thus, for each
IPC, Silverman (1999) reported the likelihood of any random patent in
that IPC having a particular industry of manufacture–sector of use com-
bination based on the US SIC codes.21 Finally, for his study of interna-
tional technology diffusion, Kerr (2008) linked the US SIC codes to their
corresponding International Standard Industrial Classification (ISIC)
classifications. We applied the probabilities developed by Silverman
(1999) and updated by Kerr (2008) to the US patent data to predict the
number of patents with each industry of manufacture–sector of use com-
bination for each of the 142 ISICs in the manufacturing sector and then
matched these to the 44 categories in the manufacturing sector in the
ESEE.22

Although the concordance between patents, industry of manufacture,
and industry of use is based on Canadian data, using this algorithm does
not superimpose the industrial structure of Canadian inventions on data
for other countries. The probabilities are based on a technical relationship
between the patent code and industry of manufacture and sector of use.
In Appendix Table A1, we provide two examples of the concordance

19. The underlying notion is that “knowledge” at a point in time is the accumulated

number of ideas as measured by the patents counts. For example, it is customary to

assume that knowledge at time t in industry i, Kit, is given by Kit ¼ Kit�1 +Pit , where Pit is

the number of patents granted in year t and used in industry i, and where we have ignored the

obsolescence of ideas. Thus, Pit ¼ Kit � Kit�1 measures the change in knowledge: a larger P

represents a faster pace of knowledge accumulation.

20. We downloaded the patent data from http://www.nber.org/patents/. For a description

of the data, see Hall et al. (2001) and http://elsa.berkeley.edu/�bhhall/NBER06.html.

21. Hausman (2010) used this concordance in her study of the effects of university innov-

ation on local economic growth and entrepreneurship in the United States.

22. Other researchers (e.g., Jaffe and Trajtenberg 2002) have studied the importance of

patents using data on patent citations. We cannot use citation counts since citations are

specific to a patent and they vary a lot across individual patents. Recall that we do not

assign individual patents to a sector of use but rather assign a fraction of patents in an IPC

to a particular sector of use.
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between specific patents and the manufacturing industries in which they
are used.

One concern might be that we are studying the 1990–2002 time period,
but we are using a concordance based on the patent examiners’ analysis of
patents that were applied for between 1990 and 1993. If the technology
mappings from the early 1990s are not representative of the mappings for
the latter part of the time period we study, then our constructed measure
of technological change will be a noisy measure. If this measurement error
is of the “classical” type, it will attenuate the effect of patents on out-
sourcing toward zero. Finding a significant coefficient would therefore be
strong evidence of a meaningful relationship between technological
change and outsourcing.

Appendix Table A2 shows annual patents from 1990 through 2002 as-
signed to each of the Spanish manufacturing sectors. Since the patent data
set is from 2006, we are confident that, even for the later years, the patent
counts are complete because the typical time interval between patent ap-
plication and patent granting is usually no more than 4 years. Note that
there are two groups of industries: energy machinery, nonspecific purpose
machinery, agricultural and forestry machinery, machine tools, special
purpose machinery, weapons and ammunition, and domestic appliances;
and electric motors, electric distribution, accumulators, lighting equip-
ment, and other electrical equipment, for which each industry member
is assigned the same patent counts because matching the three-digit
ISIC classifications to the corresponding Spanish field was often ambigu-
ous. For these industries, we therefore used two-digit ISICs and at this
level, the industries are grouped together. In the case of furniture and
other manufacturing industries, these two industries are in the same
Spanish field and are therefore assigned the same patent counts.

For each year, we calculated the average number of patents used in the
sector during the previous 3 years and assigned this value to each Spanish
firm based on its industrial sector. The three period lag is used instead of
the contemporaneous number of patents for two reasons. First, year-to-
year variations in patents are volatile and using information over a 3-year
period smoothes the data.23 Second, given the time lag between patent
application and patent granting, using the average of patent counts over
the prior 3 years, rather than a 3-year period which encompasses the cur-
rent year plus the prior 2 years, makes a truncation problem for the later
years, if it exists, less severe. Using the patents counts from an outside
source as a proxy for the unobserved rate of technological change in the
production faced by the firm guarantees that our proxy is exogenous and
that we can interpret the estimated effect as causal. But, since this proxy is
measured at the industry level, its effect is likely to be weaker than a
variable measured at the firm level.

23. We tried shorter and longer time horizons and our results were unchanged. See

subsection 4.3.
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3.3 Additional Controls

We add a control for firm size but note that the relationship between firm

size and outsourcing is not obvious. On the one hand, larger firms can take

advantage of economies of scale and/or learning by doing and therefore be

less likely to outsource than smaller firms. They are also more likely than

smaller firms to upgrade to the latest technology because the sunk costs

are spread over a larger base of production. On the other hand, as sug-

gested by Ono (2007), large firms may be more likely to outsource if out-

sourcing requires some fixed transactions costs or fixed costs in searching

for compatible suppliers.
As discussed in Section 2, the scale of operations of the industry in

which the firm is located may impact the firm’s outsourcing decision.

We add a variable that measures the total sales of the firm’s industry;

according to Stigler (1951), this variable should have a positive and sig-

nificant effect on outsourcing. Total sales in the industry are calculated by

first reweighting each firm in the ESEE according to the information on

the sample coverage by industry by firm size category reported in the

ESEE, and then summing up the reweighted sales values.24 In addition,

since market structure and innovation are related, and market structure

can also affect firms’ decision to outsource, we use the reweighted sales

values to calculate each industry’s Herfindahl–Hirschman index and add it

as a control for the extent of competition in the firm’s industry.
We also control for a set of variables that have been the subject of

previous research on the determinants of outsourcing. Since firms

may use outsourcing as a way of economizing on labor costs (see

Abraham and Taylor 1996), we include the firm’s average labor cost

defined as total annual spending on wages and benefits divided by total

employment. Outsourcing may also be used to smooth the workload

of the core workforce during peaks of demand (Abraham and Taylor

1996; Holl 2008). Hence, we add a measure of capacity utilization defined

as the average percentage of the standard production capacity used during

the year. Another factor that can increase the propensity to outsource

is the volatility in demand for the product (Abraham and Taylor 1996;

Holl 2008). We proxy volatility using two dummy variables that indicate

whether the firm’s main market expanded or declined during the year.25

Summary statistics on all of these variables are shown in Appendix

Table A3.

24. The ESEE reports the percentage of firms in each industry in five size categories (less

than 20 employees, 21–50, 51–100, 101–200, and more than 200) in the Spanish Social

Security Census, which are represented in the survey.

25. The firm’s location could also serve as a proxy for the ease with which outsourcing can

be done (see Ono 2007). Our data do not provide this information, but a firm’s location is

likely to be time-invariant and its potential effect on outsourcing is absorbed by the firm fixed

effect in our regressions.
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4. Results

We use two dependent variables: an indicator of whether the firm is
engaged in outsourcing production and outsourcing expenditures divided
by the sum of expenditures on external services, raw materials, purchases
of goods for sale in same condition in which they were acquired, and work
carried out by the subcontractors. Results for the two dependent variables
are presented in Tables 2 and 3, respectively. The equation we wish to
estimate has the following form:

Yit ¼ �0 + �1 Tech Changej ið Þt +xit �2 + �3Yeart + �i + uit ð1Þ

where i indexes the firm and j indexes the industry in which firm i operates,
Yit is an indicator for outsourcing or the value of outsourcing divided
by total costs, xit is the vector of control variables described in the previous
section,Yeart is a year effect, yi is a firmfixed effect, and uit is the error term.

As discussed in Section 3, we use patents as a proxy for the unob-
served technological change in production. Specifically, following
Wooldridge’s (2002) definition of a proxy variable, we assume that

Tech Changej ið Þt ¼ �0 + �1 Patentsj ið Þt + rj ið Þt

where Patentsj(i)t is the “use of patents” variable constructed at the level of
the industry in which firm i operates, and is uncorrelated with the disturb-
ance rj ið Þt by construction.26

Substituting this into equation (1) results in our estimating the following
equation:

Yit ¼ ð�0 + �1�0Þ+ �1�1Patentsj ið Þt + xit�2 + �3Yeart + �i + uit + �1rj ið Þt ð2Þ

Note that by using a proxy for unobserved technological change, we can
only estimate the effect of patents on outsourcing, ð�1�1Þ: In equation (2),
an industry-level error �1rj ið Þt is added to the overall disturbance. To allow
for arbitrary serial correlation, we cluster the standard errors (SEs) by
industry.

In Section 3, we mentioned that the available data on R&D and process
innovation could also proxy for technological change but these variables
could be endogenous in the outsourcing equation. One could then use
the patent variable as an instrument for these endogenous proxies.
The problem with this strategy is that patents are not likely to be
exogenous unless R&D and process innovation are very good proxies
for technological change. To be precise, let the proxy equation be
TechChangej ið Þt ¼ �0 + �1R&Dit + �2Processit + r1j ið Þt: Then, for patents to
be a valid instrument, they should be uncorrelated with r1j ið Þt: This,

26. The key assumption is that the other regressors in equation (1), xit, do not provide

information on technological change given patents, that is they do not appear in the proxy

equation once patents are included. This guarantees that we can estimate �2 consistently.

If this assumption fails, then our estimator of �2 will not be consistent. Since �2 is not the

focus of this article this assumption is not restrictive.
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however, is a very strong assumption since R&D and process innovation
do not capture all aspects of technological change and it is quite likely that
part of the unexplained residual will be correlated with the patent variable.

The within-firm standard deviation (SD) in the outsourcing incidence
variable is 0.319 (recall from Table 1 that the overall SD is 0.495), whereas
the within-firm SD in the value of outsourcing divided by total costs is
0.091 (compared to the overall SD of 0.161). Furthermore, examining
year-to-year changes in the outsourcing decision, we found that 16.5%
of the year-to-year changes were nonzero (i.e., the firm changed from
outsourcing to not outsourcing or vice versa). Hence, we have consider-
able within-firm variation in the dependent variable. In contrast, the
within-firm SD in the patents variable is considerably smaller than
the overall SD (0.161 compared to 0.889). This should weaken our ability
to find a significant relationship between outsourcing and patents in our
fixed effects framework.

4.1 Technological Change

Table 2 shows the results of estimating equation (2) in which the depend-
ent variable is the incidence of outsourcing. To demonstrate the import-
ance of including firm fixed effects, column (1) shows the results of
estimating equation (2) without the fixed effects and we find that patents
are positive and significant. Adding firm fixed effects in column (2) results
in an even larger effect of patents on outsourcing. The coefficient on the
patents variable in column (2) shows that an increase of 10% in the
number of patents granted increases the probability of outsourcing by
1.7 percentage points.27 This effect is not unreasonable in light of the
fact that, in our data set, the fraction of firms outsourcing is, on average,
43% (Table 1). The point estimate of patents on outsourcing is robust to
the precise specification of the control variables. In column (3), we do not
control for any observable characteristics of the firm and find a very simi-
lar coefficient on patents. This suggests that the inclusion of additional
time-varying firm attributes should not significantly change our results.28

Given the exogeneity of the patents variable, we interpret the results

27. Recall from our discussion in subsection 3.3 that larger firms are more likely than

smaller firms to upgrade to the latest technology because the sunk costs are spread over a

larger based of production. As a consequence, they are less likely to outsource when techno-

logical change occurs. This suggests a negative interaction term between sales and patents,

which is indeed what we observed in results not reported here.

28. As previously discussed, R&D and process innovation are likely to be correlated with

the firm’s expected rate of technological change but these variables are also likely to be

endogenous. Although we are fully aware of the endogeneity problem, we estimated regres-

sions that include these two variables and found that both were positively correlated with the

firm’s outsourcing decision; furthermore, including these variables did not reduce the signifi-

cance level of the patents coefficient. We also added interaction terms between patents and

each of the other independent variables and found that this did not affect the finding that

patents have a positive and significant effect on outsourcing. In addition to the patent–sales

interaction term discussed in note 27, the interaction terms that were significant were those
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in Table 3 as strong evidence of a causal relationship between technological

change in production and the outsourcing decision. Finally, since we are

using a 3 years average of patents measured at the industry level, our

approach identifies the effects of technological change by exploiting long

differences in the patents. In column (4), we collapse the data to the in-

dustry level and again find a positive and significant effect of patents.29

The results in Table 2 confirm our hypothesis that the pace at which new

technologies appear affects the decision to outsource. We also explored

which industries more closely fit this story and which industries do not.

In order to do this, we measured the “influence” of each industry on

the estimated relationship between the dependent variable and a single

regressor, in this case, patents.30 We found that the industries with the

Table 2. Dependent Variable is Incidence of Outsourcing, 1990–2002a

(1) (2) (3) (4)b

log patents (3 years average) 0.0621*** 0.1709** 0.1533* 0.1377**

(0.0217) (0.0837) (0.0821) (0.0663)

Sales 0.1243*** �0.0453 �0.0853

(0.0430) (0.0302) (0.1059)

Capacity usage (%) 0.0007* �0.0003 0.0019

(0.0004) (0.0003) (0.0019)

Average labor cost 0.0003 0.0000 0.0005

(0.0002) (0.0000) (0.0012)

Market expanded 0.0633*** 0.0099 0.0511

(0.0127) (0.0069) (0.0390)

Market declined 0.0329** 0.0075 0.0744*

(0.0140) (0.0087) (0.0415)

Herfindahl Index 0.3051* �0.0857 �0.0216

(0.1734) (0.1309) (0.1117)

Total industry sales �0.0040** 0.0005 0.0007

(0.0015) (0.0004) (0.0007)

Firm fixed effect No Yes Yes No

Industry fixed effect No No No Yes

R2 0.054 0.008 0.007 0.207

Observations 21,582 21,582 21,582 535

aReported are estimated coefficients and Standard Errors in parentheses. SEs are clustered by industry. All regres-

sions are estimated using linear probability and include year dummies. Sales are in thousands of Euros. Wages are

in hundreds.
bIn this column, the data are collapsed to the industry level.

*p< 0.10, **p< 0.05, ***p< 0.01.

with the Herfindahl index and the total sales in the industry (both of these interaction terms

were positive).

29. We re-estimated the regression in column (2) of Table 2 using first differences and

found that the point estimate on the patents variable was 0.1514 (very close to the coefficient

reported in column (2) of Table 2), though it was less precisely estimated (SD of 0.127).

30. We calculated the “dfbeta” influence statistic. See http://www.stata.com/help.cgi?re

gress+ postestimation for the procedure for calculating this statistic. “Dfbeta” is the stan-

dardized difference in the parameter estimates due to deleting an observation.
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greatest “influence” are (a) electronic components, (b) electric distribu-

tion, (c) pharmaceuticals, (d) domestic appliances, and (e) optical instru-

ments. The industries that most poorly fit our model are (a) furniture, (b)

electric motors, (c) rubber and plastics products, (d) other transport

equipment, and (e) tobacco products.
Table 3 presents results of estimating equation (2) where the dependent

variable is outsourcing expenditures divided by the sum of expenditures

on external services, raw materials, purchases of goods for sale in same

condition in which they were acquired, and work carried out by the sub-

contractors.31 We follow Wooldridge (2002) in specifying a homoskedas-

tic normal density for the unobserved firm effect conditional on the

regressors. The unobserved effect is expressed as a linear combination

of the time averages of all the regressors except patents, and a normal

error term which is then integrated out from the likelihood function.

We then use a standard random effects Tobit estimator to estimate equa-

tion (2). The coefficients shown in Table 3 are the marginal effects of the

exogenous variables on the ratio of outsourcing costs to total costs,

Table 3. Marginal Effects on Extent of Outsourcing Conditional on Positive Outsourcing

(1) (2) (3) (4)a

log patents (3 years average) 0.0091* 0.0184* 0.0179* 0.0488**

(0.0050) (0.0109) (0.0098) (0.0244)

Sales 0.0186*** �0.0084 �0.0002

(0.0051) (0.0120) (0.0633)

Capacity usage (%) 0.0002*** �0.0000 0.0002

(0.0001) (0.0001) (0.0007)

Average labor cost 0.0000 0.0000 �0.0005

(0.0000) (0.0001) (0.0004)

Market expanded 0.0097*** 0.0029** 0.0267*

(0.0026) (0.0013) (0.0160)

Market declined 0.0060** 0.0015 0.0151

(0.0027) (0.0015) (0.0285)

Herfindahl Index 0.0413 0.0086 0.0052

(0.0345) (0.0192) (0.0482)

Total industry sales �0.0008** 0.0001 0.0002

(0.0004) (0.0003) (0.0006)

Firm fixed effect No Yes Yes No

Industry fixed effect No No No Yes

Observations 21,205 21,205 21,205 534

Reported are estimated coefficients and standard errors in parentheses. Dependent variable: outsourcing costs/total

costs, 1990–2002. SEs are clustered by industry and were estimated using bootstrapping with 500 replications.

Except for column (1), regressions were estimated using Tobit and include year dummies. Marginal effects from the

regressions are shown in the table. Sales are in thousands of Euros. Wages are in hundreds.
aIn this column, the data are collapsed to the industry level.

*p< 0.10, **p< 0.05, ***p< 0.01.

31. The number of observations in Table 3 is less than that in Table 2 because some firms

that reported positive outsourcing did not report the value of the outsourcing.
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conditional on positive outsourcing; the coefficients and SEs on the time
averages of the exogenous variables are not included in the table.

In all specifications in Table 3, the patents variable is positive, but
weakly significant. Referring to column (2), we find that conditional on

positive outsourcing, a 10% increase in the number of patents granted
increases the ratio of outsourcing costs to total costs by 0.184 percentage
points, which is a small effect relative to the mean outsourcing cost ratio of

16%. Note that although the point estimate of the patents’ coefficient is
larger when the data are aggregated to the industry level, the difference
between the estimates in columns (2) and (4) is not statistically significant.

Combining the results in Tables 2 and 3 indicate that the effect of techno-
logical change on outsourcing is largely at the extensive margin.

4.2 Robustness Checks

In Table 4, we consider whether the positive relationship between the pa-

tents variable and the incidence of outsourcing is robust to different spe-
cifications of the patents variable and to the inclusion of dynamics in the
equation. For these robustness checks, we use the specification in column

(2) of Table 2. Column (1) adds the quadratic of the patents variable.
Column (2) replaces the patents variable with the average of the number
of patents used over the previous 2 years, whereas Column (3) replaces it

with the average of the number of patents used over the previous 4 years. In
column (4), we use the average of patents over the previous 3 years and also
add the average over years t� 4, t� 5, and t� 6. Column (5) reports the
marginal effect calculated from estimating equation (2) using logit.We find

that the quadratic patents variable is insignificant while the linear and
quadratic patents variables in column (1) are jointly significant (F¼ 4.98,
p¼ 0.0072). Defining our patent variable by averaging over the last 2 or 4

years or using a logit model does not affect the prior conclusion that the
patents variable has a positive and significant impact on the likelihood of
outsourcing.32 We should also expect that if patents—however defined—

are capturing expectations about technological change then, given current
patents, lagged patents should not affect the decision to outsource. It is
therefore reassuring that the average count of patents on years t� 4, t� 5,

and t� 6 is not significant when added to the baseline specification. Finally,
in column (6), we add dynamics to the equation. We use the Arellano–
Bondmethodology for estimating dynamic panel models, addingmoments

based on the level equation (i.e., the system estimator), and find a positive
and significant coefficient on patents. In sum, the positive and significant
effect of patents on the outsourcing decision is robust to all of the specifi-

cations in Table 4.

32. These results also hold when we use a five-period lag.
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As an additional robustness check, we also performed a number of

placebo tests to demonstrate that the relationship between patents and

outsourcing is causal and not due to an unobserved characteristic of

the industry that is correlated with technological change and outsourcing.

Specifically, we tried two alternative approaches to divide the 44

industries in our sample into several broad industry sectors. The first

Table 4. Robustness Checksa

(1) (2) (3) (4) (5) (6)

Add

quadratic

patents

2-year

moving

average

4-year

moving

average

Add

lagged

patents

Logit

marginal

effects

Dynamic

model

log patents

(3 years avg)

0.1826* 0.2168* 0.2129*** 0.0400***

(0.1001) (0.1162) (0.0517) (0.0138)

[log patents

(3 years avg)]2

�0.0035

(0.0149)

log patents

(2 years avg)

0.1570*

(0.0844)

log patents

(4 years avg)

0.1686*

(0.0844)

log patents

(lagged)

�0.0651

(0.1062)

Outsourcing (t�1) 0.3698***

(0.0243)

Sales �0.0446 �0.0450 �0.0448 �0.0448 �0.1017* 0.0834***

(0.0305) (0.0307) (0.0299) (0.0306) (0.0614) (0.0292)

Capacity usage (%) �0.0003 �0.0003 �0.0003 �0.0003 �0.0004 0.0006

(0.0003) (0.0003) (0.0003) (0.0003) (0.0004) (0.0005)

Average labor cost 0.0000 0.0000 0.0000 0.0000 0.0008* �0.0000

(0.0000) (0.0000) (0.0000) (0.0000) (0.0005) (0.0000)

Market expanded 0.0099 0.0099 0.0098 0.0099 0.0132 0.0109

(0.0069) (0.0069) (0.0069) (0.0068) (0.0104) (0.0102)

Market declined 0.0074 0.0076 0.0075 0.0075 0.0078 0.0130

(0.0087) (0.0087) (0.0087) (0.0087) (0.0116) (0.0120)

Herfindahl Index �0.0865 �0.0749 �0.0848 �0.0780 �0.1162 0.3334*

(0.1324) (0.1303) (0.1312) (0.1300) (0.1566) (0.1850)

Total industry sales 0.0005 0.0005 0.0005 0.0004 0.0006 �0.0025**

(0.0004) (0.0004) (0.0004) (0.0004) (0.0005) (0.0011)

ARm1 �21.22

p-value 0.000

ARm2 1.78

p-value 0.075

R2 0.008 0.008 0.008 0.008 0.014

Observations 21,582 21,582 21,582 21,582 12,851 18,488

Reported are estimated coefficients and standard errors in parenthesis. Dependent variable is incidence of out-

sourcing, 1990–2002. SEs are clustered by industry. In column (6), SEs are estimated using bootstraping with 500

replications. All regressions include year dummies. Sales are in thousands of Euros. Wages are in hundreds. The

variable log(patents—lagged) is the average number of patents used in the sector during the years: t� 4, t�5, and

t� 6. Columns (1) through (5) include fixed effects. Column (6) uses the Arellano–Bond method with moments based

on differences and level equations (System GMM). Lags 2 and 3 of the outsourcing indicator are used as instru-

ments for lagged outsourcing. All other regressors are treated as predetermined and lags 1 and 2 are used as

instruments. Column (5) has a smaller sample size than in columns (1–4) because Conditional Logit excludes panels

where the dependent variable remains constant. The number of observations in column (6) is smaller than in

columns (1–4) because we lose the initial observation for each firm to account for the lag structure and because

we estimate the equations in first differences.

*p< 0.10, **p< 0.05, ***p< 0.01.
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method created three broad industry sectors, whereas the second created
eight sectors.33 For each firm i, we randomly assigned patents from the
industries that are in the same broad industry sector as firm i’s industry,
excluding firm i’s industry as an option. If the results in Table 2 are indeed
causal, we would expect that using this alternative method of assigning
patents should result in an insignificant relationship between patents and
outsourcing. Five hundred random assignments were done for each firm.
We found that the estimated relationship between patents and outsour-
cing was insignificant 92% (Method 1) or 99% (Method 2) of the time.
These results strengthen our conclusion that the results in Table 2 are
indeed causal.

4.3 Alternative Explanations

The prior literature on the make-or-buy decision has focused on the role
played by relationship-specific investments in a context where at least
some part of the contract is nonverifiable ex post and hence noncontract-
ible ex ante (Williamson 1971, 1975, 1985; Grossman and Hart 1986). Our
framework focuses on technological change in production and implicitly
assumes full contractibility. Both approaches—technological change and
the existence of asset specificity and incomplete contracts—play a role
in explaining outsourcing. Since we have not controlled for the specificity
of investment, it is possible that our estimates of the effect of techno-
logical change may be reflecting the effect of incomplete contracts on
outsourcing.

In order to control for the effect of incomplete contracts on outsour-
cing, we use the proxy for relationship-specific investments created by
Nunn (2007). Nunn used 1997 data to calculate the proportion of each
industry’s intermediate inputs that are sold on an organized exchange or
reference priced in a trade publication. He defines “differentiated inputs”
as inputs that are neither sold on an organized exchange nor reference
priced in a trade publication. As in Nunn (2007), we use the measure of
differentiated inputs as a proxy for the extent to which an industry is
subject to industry-specific investments. We matched Nunn’s data to the
industrial sectors in the ESEE. The Nunn data are available only for 1997
but we assume that this measure of differentiated inputs is constant over
our sample period (1990–2002). We can then use all observations in our
sample to re-estimate the regressions in Table 2 adding the differentiated
inputs variable.

Fixed effects cannot be used because this will wipe out the time-
invariant Nunn proxy; we therefore use random effects. Thus, the

33. The first approach created three sectors defined as (a) Industries 1–5, (b) Industries

6–20 and 21–27, and (c) Industries 28–44. The eight sectors used in the second method are:

(a) industries 1 and 2; (b) industries 3, 4, and 5; (d) industries 6, 17, 18, and 44; (e) industries 7

and 8; (f) industries 9–16; (g) industries 19–27; (h) industries 28–41; and (i) industries 42 and

43. For industry numbers, see Appendix Table A2.
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estimated effects are likely to be biased because of the omitted
time-invariant firm characteristics. Nevertheless, our exercise consists in
comparing the estimated coefficient on patents with and without the dif-
ferentiated input measure in the equation.

The results, shown in columns (1) and (2) of Table 5, demonstrate that
the patent variable remains positive and significant but the coefficient is
much smaller than the patent coefficient in column (2) of Table 2 where we
controlled for firm fixed effects. More importantly, the estimated coeffi-
cient is essentially not affected by the inclusion of the Nunn variable.34

Note also that the effect of the differentiated inputs variable is positive and
significant.35

Table 5. Controlling for Relationship-specific Inputs

(1) (2) (3) (4)

All industries Below median

relationship-

specific inputs

log patents (3 years average) 0.0583*** 0.0565*** 0.0760*** 0.0828***

(0.0217) (0.0184) (0.0270) (0.0279)

Relationship-specific input 0.4588*** 0.2231

(0.0842) (0.2331)

Sales 0.0728*** 0.0642** 0.0658 0.0683

(0.0281) (0.0265) (0.0495) (0.0486)

Capacity usage (%) 0.0000 �0.0000 �0.0003 �0.0003

(0.0002) (0.0002) (0.0002) (0.0002)

Average labor cost 0.0001 0.0001 0.0000 0.0000

(0.0001) (0.0001) (0.0000) (0.0000)

Market expanded 0.0194*** 0.0192*** 0.0210*** 0.0202***

(0.0068) (0.0070) (0.0074) (0.0075)

Market declined 0.0106 0.0096 0.0076 0.0075

(0.0084) (0.0082) (0.0105) (0.0105)

Herfindahl Index 0.2141** 0.0379 0.1539 0.2237

(0.1078) (0.0998) (0.1229) (0.1405)

Total industry sales �0.0023 �0.0021* �0.0043*** �0.0040***

(0.0018) (0.0011) (0.0006) (0.0006)

R2 0.005 0.006 0.007 0.007

Observations 21,582 21,332 15,466 15,216

Reported are estimated coefficients and standard errors in parentheses. Dependent Variable is Incidence of

Outsourcing, 1990–2002. SEs are clustered by industry. All regressions are estimated using linear probability

random effects and include year dummies. Sales are in thousands of Euros. Wages are in hundreds. See text for

definition of “Relationship Specific Input.”

*p< 0.10, **p< 0.05, ***p< 0.01.

34. The Nunn variable is positively correlated with the patent measure we use for 1997

(i.e., the mean over 1994–96) as well as with the mean number of patents over the 1990–2002

time period (0.268 and 0.243, respectively, but the significance levels are only 9% and 13%,

respectively.).

35. This result is inconsistent with the transactions costs theory because this theory pre-

dicts that vertical integration is more likely in the presence of relationship-specific invest-

ments. The result is consistent with the version of the property rights theory described
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In columns (3) and (4), we re-estimate the regressions restricting the
sample to firms that are in industries that have a value below the
median for the Nunn variable, that is, industries that have a small share
of relationship-specific inputs. By focusing on industries where relation-
ship-specific inputs are less important, incomplete contracts should be
less relevant for these industries. While positive, the coefficient on
relationship-specific inputs is smaller than it was for the entire sample
and is no longer significant. Again, there is not much difference in the
estimated effect of patents when the Nunn variable is included and the
patents variable is positive and significant in both columns (3) and (4).36

Admittedly, the analysis in this section is based on random effects re-
gressions rather than the preferred fixed effects approach. The random
effects regressions indicate that the measured effects of technological
change on outsourcing are unlikely to reflect the effect of incomplete con-
tracts. Of course, if data were available to enable us to estimate fixed
effects regressions, it is possible that this conclusion could change.

4.4 Nontechnology Variables

Although the focus of this article is the impact of technological change on
outsourcing, our analysis also provides evidence on the impact of nontech-
nology variables that have been studied in the prior empirical literature. In
the previous literature on the nontechnology determinants of outsourcing,
panel data sets have been used infrequently.37 In column (1) of Table 2, we
estimate a version of equation (2) that does not include firm fixed effects
and the results in this column replicate some of the findings from the
previous literature (Abraham and Taylor 1996; Holl 2008). Market vola-
tility is positive and significant. Capacity utilization is positive and weakly
significant, whereas average labor cost has the predicted positive sign but
is insignificant. The sign on firm sales in these regressions is positive and
consistent with the findings of Ono (2007) and Holl (2008) indicating the
relevance of Ono’s argument that outsourcing may require some fixed

in Gibbons (2005) in the case of supplier investments dominating the relationship. But, as

Whinston (2003) points out, it is extremely difficult to construct an accurate empirical test of

the property rights theory. Furthermore, it is difficult to make definitive conclusions about

either the transactions cost theory or the property rights theory because the results in Table 5

are based on random effects, not fixed effects, regressions.

36. We also estimated the regressions in Table 5 restricting the sample to 1997 and found

very similar coefficients to those shown in Table 5, with slightly smaller significance levels. In

addition, for the complete sample, we included an interaction term between patents and the

Nunn variable and obtained a coefficient of �0.1280 that was significant at 10% level, the

patents variable was significant at the 5% level, and the Nunn variable was significant at

the 1% level. At the mean of the Nunn variable, the marginal effect of patents is 0.0662.

37. In Lafontaine and Slade’s (2007) survey of the empirical evidence on firm boundaries,

they show that the majority of the papers written on this topic are based on cross-sectional

data.

186 The Journal of Law, Economics, & Organization, V30 N1

 at C
olum

bia U
niversity L

ibraries on January 6, 2015
http://jleo.oxfordjournals.org/

D
ow

nloaded from
 

http://jleo.oxfordjournals.org/


transactions costs or search costs.38 However, when we add firm fixed

effects in column (2), none of the nontechnology variables are significant,

which highlights the importance of including firm fixed effects in properly

estimating the impacts of the nontechnology variables.

5. Conclusions

A large literature has focused on how characteristics such as asset speci-

ficity and contractual incompleteness influence the firm’s decision to pro-

duce in-house or outsource production of some of its products or their

components. We contribute to this research agenda by proposing a com-

plementary approach that sheds light on the outsourcing decision and

argue that the rate of technological change in production will influence

the make-or-buy decision.
The pace at which new technologies appear affects the decision to out-

source by determining the length of time over which the investment in the

new technology can be harvested. When new production technologies are

more likely to appear in the future, firms will be more reluctant to adopt

the new technology today and produce in-house because these technolo-

gies will soon be obsolete. Specialized suppliers find it easier to amortize

the sunk costs because of the larger markets they face. Therefore, out-

sourcing enables their customers to partake of the latest technologies

while avoiding these sunk costs.
We test the prediction that outsourcing will increase with the pace of

technological change by using a panel data set on Spanish firms for the

time period 1990 through 2002. Our econometric analysis controls for

unobserved fixed characteristics of the firms and, most importantly, uses

a plausibly exogenous measure of technological change, that is, the

number of patents granted by the US patents office and mapped to the

Spanish industrial sectors in which the patents are used. The empirical

results support the prediction that outsourcing of finished products, parts,

or components increases with the pace of technological change. The

patent variable that we use enables us to conclude that this relationship

is causal; no prior study has been able to provide such causal evidence.
Our results are robust to various specifications as well as the inclusion of

a variable that measures the proportion of each industry’s inputs that are

“specific.” Furthermore, while the existing literature has found evidence

that a number of nontechnology variables, such as labor costs, capacity

utilization, and sales volatility play a role in the decision to outsource, we

find limited evidence of this when accounting for firms’ fixed effects.

Rather our results imply that in an environment characterized by techno-

logical change, outsourcing of production is attractive.

38. Holl (2008) suggested that large firms may be more likely to outsource because they

have greater capacity to establish and manage subcontracting relationships.
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Table A1. Examples of Probabilistic Concordance Between Patents and Industries of

Usea

1. US Patent Class 334 (tuners)

SIC365: Radio and television receiving, except communication, p¼ 0.535

SIC366: Communication equipment, p¼ 0.205

SIC367: Electronic components and accessories, p¼ 0.123

2. US Patent Class 708 (electrical computers: arithmetic processing and calculating)

SIC357: Office, computing, and accounting machines, p¼0.480

SIC359: Misc. machinery, except electrical, p¼ 0.154

SIC358: Refrigeration and service industry machinery, p¼ 0.084

aEach patent is linked to many SICs of use, sometimes numbering in the hundreds. This table lists the SICs with the

three largest probabilities for each of the two patents.
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Table A3. Summary Statistics

Variable Mean (SD)

Age of firm (years) 25.331 (22.771)

Average labor cost (thousands of Euros) 10.035 (32.489)

Capacity utilization rate 81.270 (15.276)

Herfindahl Index 0.056 (0.085)

Market expanded 0.298 (0.457)

Market declined 0.220 (0.414)

Process innovation 0.344 (0.475)

R&D activities 0.374 (0.484)

Sales in 2002 (thousands of Euros) 59,057 (271,279)

Total industry sales 19.717 (20.955)
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